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ABSTRACT: In recent years, wireless sensor networks (WSNs) used for environmental monitoring, health 
monitoring and industrial monitoring has been widely recommended as a means of reducing the energy 
consumption and CO2 emissions. Wireless sensing in commercial and office buildings has lead to a 
greater awareness of the condition of buildings and their systems: As it provides information necessary 
for those in charge of building operation and maintenance to recognize limits and non-functioning 
equipment and systems and prioritise building maintenance tasks etc. In the recent years, numerous 
articles have been published describing new algorithms, routing protocols and architectures aiming at 
WSN lifetime maximization, through energy awareness. Already proposed routing techniques for WSNs 
aiming at energy conservation, employ routing tactics such as data aggregation, in-network processing, 
clustering, different node role assignment and data-centric methods. Duty cycling is mainly focused on the 
networking subsystem. The most effective energy-conserving operation is putting the radio transceiver in 
the (low-power) sleep mode whenever communication is not required. Ideally, the radio should be switched 
off as soon as there is no more data to send/receive, and should be resumed as soon as a new data 
packet becomes ready. 
 
Keywords: benefits, cluster heads, topology control,  data driven. 

 
INTRODUCTION 

 
Wireless sensor networks (WSNs) 
 In recent years, wireless sensor networks (WSNs) used for environmental monitoring, health monitoring (Lynch 
and Loh, 2006) and industrial monitoring has been widely recommended as a means of reducing the energy 
consumption and CO2 emissions (Srivastava, 2010). WSNs are also highly flexible. Thus they rapidly enable the 
deployment of temporary infrastructures in a retrofit scenario to perform measurements for a predefined time period 
in order to monitor energy usage and improve energy efficiency (Guinard , 2009). This recent interest in WSNs has 
resulted the development of various communication standards to support them, including ZigBee, 6LoWPAN, Wi-Fi, 
WirelessHART and ISA100.11a. The hardware components which are needed for a system using one specific 
communication standard cannot be used directly within another system due to differences in firmware, radio 
components, communication standards, and in some cases profile parameters (Baronti , 2007). This is problematic 
because the components of different systems cannot be mixed to take advantage of the most useful aspects of 
products from multiple vendors. The research underpinning this paper attempts to overcome this problem. It involves 
a case study of the development and initial testing of a WSN to support energy management using wireless devices 
operating with different communication standards. The basic idea is to collect information related to building energy 
performance, using various wireless devices from different vendors operating with different communication 
standards, that is stored on distributed repositories accessed via a Web service. This research is motivated by the 
demand for energy reduction, the lack of interoperability between different sensor systems, and a desire to explore 
how to use Web services to present inhabitant energy feedback (Baronti , 2007). 
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The main benefits of wireless sensor networks 
 Wireless sensing in commercial and office buildings has lead to a greater awareness of the condition of buildings 
and their systems: As it provides information necessary for those in charge of building operation and maintenance to 
recognise limits and non-functioning equipment and systems and prioritise building maintenance tasks etc. based on 
costs and other important factors (Brambley , 2005, Menzel , 2008). The main benefits of this are: An increased 
lifespan for equipment/electric appliances; An improved building environment for occupants; The ability to detect 
impending faults and therefore minimise energy usage associated with facility assets and increase reliability while 
reducing costs; Economies of scale gained from monitoring, tracking and responding to the status of multiple building 
assets from centralised or regional locations; Lower energy and operating costs leading to an advantageous return 
on investment. For example energy management systems based on WSNs can save an average of 10 % in overall 
building energy consumption and the energy savings can be as high as 30% depending on occupancy (Lun-Wu Yeh 
, 2009). 
 
Definition of clusters 
 The previous Section 10.3 has introduced a hierarchy into a network by designating some nodes as  belonging 
to a backbone, a dominating set. Another idea for a hierarchy is to locally mark some nodes as having a special role, 
for example, controlling neighboring nodes. In this sense, local groups or clusters of nodes can be formed; the 
“controllers” of such groups are often referred to as clusterheads. The hoped-for advantages of such clustering are 
similar to that of a backbone, but with additional emphasis on local resource arbitration (e.g. in MAC protocols), 
shielding higher layers of dynamics in the network (making routing tables more stable since all traffic is routed over 
the clusterheads), and making higher-layer protocols more scalable (since the size and complexity of the network as 
seen by higher layers is in a sense reduced by clustering). In addition, clusterheads are natural places to aggregate 
and compress traffic converging from many sensors to a single station. 
 
Routing techniques 
 In the recent years, numerous articles have been published describing new algorithms, routing protocols and 
architectures aiming at WSN lifetime maximization, through energy awareness. Already proposed routing techniques 
(Akkaya and younis, 2002; Alkaraki and kamal, 2004) for WSNs aiming at energy conservation, employ routing tactics 
such as data aggregation, in-network processing, clustering, different node role assignment and data-centric 
methods. There are several ways of categorizing these protocols and algorithms. For example, they can be 
discriminated depending on the network structure to Flat Networks Routing (Data-centric routing (Akkaya and younis, 
2002), Hierarchical Networks Routing and Locationbased Routing (Alkaraki and kamal, 2004). Intanagonwiwat . 
(2000) proposed directed diffusion a data-centric (i.e. all communication is for named-data) and application-aware 
paradigm aiming at avoiding unnecessary operations of network layer routing in order to save energy by selecting 
empirically good paths and by caching and processing data within the network. Yao and Gehrke (2002) proposed 
another data-centric protocol, namely, COUGAR, for an architecture which treats the network as a huge distributed 
database system. Energy Aware Routing, a protocol proposed by Shah and Rabaey (2002), although similar to 
directed diffusion, it differs in the sense that it uses occasionally sub-optimal paths to obtain energy benefits. This 
protocol can achieve longer network lifetime as energy is dissipated more equally among all nodes. TEEN and 
APTEEN, two hierarchical routing protocols are proposed by Manjeshwar and Agarwal (2001). TEEN (Threshold-
sensitive Energy Efficient sensor Network protocol) and APTEEN (Adaptive Periodic Threshold-sensitive Energy 
Efficient sensor Network protocol) are suitable for time-critical applications. In both protocols the key factor is the 
measured attribute’s value. The additional feature of APTEEN is the capability of changing the periodicity and the 
parameters of TEEN according to user and application needs. The concept of generic, utility-based decision making 
in WSN is described in (Byers and Nasser, 2000), where Byers and Nasser try to quantify the cost of each action 
performed by a sensor, by adopting heuristic assessments. Apart from routing protocols, PowerTOSSIM (Shrayder 
., 2004), a WSN simulation tool has been developed. PowerTOSSIM provides an accurate, per-node estimate of 
power consumption. PowerTOSSIM is an extension of TOSSIM (Levis ., 2003; Sridharam ., 2009; Levis and Lee., 
2006) the event-driven simulation for applications. 
 
Types of sensor networks 
 Current WSNs are deployed on land, underground, and underwater. Depending on the environment, a sensor 
network faces different challenges and constraints. There are five types of WSNs: terrestrial WSN, underground 
WSN, underwater WSN, multi-media WSN, and mobile WSN (see Appendix B). Terrestrial WSNs (Akyildiz ., 2002) 
typically consist of hundreds to thousands of inexpensive wireless sensor nodes deployed in a given area, either in 
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an ad hoc or in a pre-planned manner. In ad hoc deployment, sensor nodes can be dropped from a plane and 
randomly placed into the target area. In pre-planned deployment, there is grid placement, optimal placement 
(Toumpis and Tassiulas, 2006) 2-d and 3-d placement (Yick ., 2006; Pompili ., 2006) models. In a terrestrial WSN, 
reliable communication in a dense environment is very important. Terrestrial sensor nodes must be able to effectively 
communicate data back to the base station. While battery power is limited and may not be rechargeable, terrestrial 
sensor nodes however can be equipped with a secondary power source such as solar cells. In any case, it is 
important for sensor nodes to conserve energy. For a terrestrial WSN, energy can be conserved with multi-hop 
optimal routing, short transmission range, in-network data aggregation, eliminating data redundancy, minimizing 
delays, and using low duty-cycle operations. Underground WSNs (Akyildiz and Stuntebeck 2006; Li and Liuconsist, 
2007) of a number of sensor nodes buried underground or in a cave or mine used to monitor underground conditions.  
 

 
Figure 1. A medical sensor network application 

 

 Additional sink nodes are located above ground to relay information from the sensor nodes to the base station. 
An underground WSN is more expensive than a terrestrial WSN in terms of equipment, deployment, and 
maintenance. Underground sensor nodes are expensive because appropriate equipment parts must be selected to 
ensure reliable communication through soil, rocks, water, and other mineral contents.  
 

 
Figure 2. Illustration of Wireless Sensor Networks 

 

 The underground environment makes wireless communication a challenge due to signal losses and high levels 
of attenuation. Unlike terrestrial WSNs, the deployment of an underground WSN requires careful planning and energy 
and cost considerations. Energy is an important concern in underground WSNs. Like terrestrial WSN, underground 
sensor nodes are equipped with a limited battery power and once deployed into the ground, it is difficult to recharge 
or replace a sensor node’s battery. As before, a key objective is to conserve energy in order to increase the lifetime 
of network which can be achieved by implementing efficient communication protocol. Underwater WSNs (Akyildiz ., 
2004; Heidemann ., 2005) consist of a number of sensor nodes and vehicles deployed underwater. As opposite to 
terrestrial WSNs, underwater sensor nodes are more expensive and fewer sensor nodes are deployed. 
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Figure 3. Application of wireless sensor networks 

 
Autonomous underwater vehicles are used for exploration or gathering data from sensor nodes. Compared to a 
dense deployment of sensor nodes in a terrestrial WSN, a sparse deployment of sensor nodes is placed underwater. 
Typical underwater wireless communications are established through transmission of acoustic waves. A challenge 
in underwater acoustic communication is the limited bandwidth, long propagation delay, and signal fading issue. 
Another challenge is sensor node failure due to environmental conditions. Underwater sensor nodes must be able to 
self-configure and adapt to harsh ocean environment. Underwater sensor nodes are equipped with a limited battery 
which cannot be replaced or recharged. The issue of energy conservation for underwater WSNs involves developing 
efficient underwater communication and networking techniques. Multi-media WSNs (Akyildiz ., 2007) have been 
proposed to enable monitoring and tracking of events in the form of multimedia such as video, audio, and imaging. 
Multi-media WSNs consist of a number of low cost sensor nodes equipped with cameras and microphones. These 
sensor nodes interconnect with each other over a wireless connection for data retrieval, process, correlation, and 
compression. Multi-media sensor nodes are deployed in a pre-planned manner into the environment to guarantee 
coverage. Challenges in multi-media WSN include high bandwidth demand, high energy consumption, quality of 
service (QoS) provisioning, data processing and compressing techniques, and cross-layer design. Multi-media 
content such as a video stream requires high bandwidth in order for the content to be delivered. As a result, high 
data rate leads to high energy consumption. Transmission techniques that support high bandwidth and low energy 
consumption have to be developed. QoS provisioning is a challenging task in a multi-media WSN due to the variable 
delay and variable channel capacity. It is important that a certain level of QoS must be achieved for reliable content 
delivery. In-network processing, filtering, and compression can significantly improve network performance in terms 
of filtering and extracting redundant information and merging contents. Similarly, cross-layer interaction among the 
layers can improve the processing and the delivery process. Mobile WSNs consist of a collection of sensor nodes 
that can move on their own and interact with the physical environment. Mobile nodes have the ability sense, compute, 
and communicate like static nodes. A key difference is mobile nodes have the ability to reposition and organize itself 
in the network. A mobile WSN can start off with some initial deployment and nodes can then spread out to gather 
information. Information gathered by a mobile node can be communicated to another mobile node when they are 
within range of each other. Another key difference is data distribution. In a static WSN, data can be distributed using 
fixed routing or flooding while dynamic routing is used in a mobile WSN. Challenges in mobile WSN include 
deployment, localization, self-organization, navigation and control, coverage, energy, maintenance, and data 
process. Mobile WSN applications include but are not limited to environment monitoring, target tracking, search and 
rescue, and real-time monitoring of hazardous material. 
 

 
Figure 4. Applications of WSN 
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 For environmental monitoring in disaster areas, manual deployment might not be possible. With mobile sensor 
nodes, they can move to areas of events after deployment to provide the required coverage. In military surveillance 
and tracking, mobile sensor nodes can collaborate and make decisions based on the target. Mobile sensor nodes 
can achieve a higher degree of coverage and connectivity compared to static sensor nodes. In the presence of 
obstacles in the field, mobile sensor nodes can plan ahead and move appropriately to obstructed regions to increase 
target exposure. 
 
The differences between sensor networks and ad hoc networks 
 Realization of these and other sensor network applications require wireless ad hoc networking techniques. 
Although many protocols and algorithms have been proposed for traditional wireless ad hoc networks, they are not 
well suited for the unique features and application requirements of sensor networks. To illustrate this point, the 
differences between sensor networks and ad hoc networks are outlined below (Perkins, 2000): 

 The number of sensor nodes in a sensor network can be several orders of magnitude higher than the nodes 
in an ad hoc network. 

 Sensor nodes are densely deployed. 
 Sensor nodes are prone to failures. 
 The topology of a sensor network changes very frequently. 
 Sensor nodes mainly use broadcast communication paradigm whereas most ad hoc networks are based on 

point-to-point communications. 
 Sensor nodes are limited in power, computational capacities, and memory. 
 Sensor nodes may not have global identification (ID) because of the large amount of overhead and large 

number of sensors (Perkins, 2000). 
 

 
Figure 5. Target tracking in wireless sensor networks 

 
Prolonging the Lifetime of Wireless Sensor Networks by Cross-Layer Interaction 
 A cross-layered approach for networking in Wireless Sensor Networks can be found in (Hoesel, ., 2004). 
According to this approach, a self-organizing MAC (Medium Access Control) protocol makes use of an algorithm of 
a sensor node intending to create a connected network based on local information only, and an integrated, efficient 
routing protocol. Operation here is entirely distributed and localized. Network lifetime is used as the metric to make 
the evaluation of the performance of the cross-layer optimized protocols. It measures the amount of time before a 
certain number of sensor nodes run out of battery power. It is proved that this scheme prolongs the lifetime of the 
network significantly in the mobile sensor scenario. The lifetime of this scenario is at least three times better than 
those of DSR and S-MAC. We must notice here that the lifetime in S-MAC and DSR is almost independent of 
message frequency. The explication of this fact is that the nodes use their receiver anyhow during the time interval 
they are awake. S-MAC and DSR protocols perform better in the static case than in the mobile one, in contrast to 
this protocol. The reason is that in the static scenario, routes need be established only once, while in the mobile 
scenario they have to be updated regularly (Hoesel, 2004). 
 
Connecting clusters 
 Once the cluster heads have been determined, by whatever algorithm, it is usually also necessary to determine 
the (possibly distributed) gateways between the clusters. Put simply, this problem is reduced again to the Steiner 
tree problem. But the situation here is simpler than in the general Steiner tree setting as some properties of the 
clusterheads are known. In particular, they form a dominating, independent set where all nodes are separated by at 
most three hops (in case of two ordinary cluster members meeting at the edge of two clusters). For such a setting, 
Chlamtac and Farago [159] have shown that a connected backbone results if each clusterhead connects to all other 
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clusterheads that are at most three hops away. While for some networks, this might mean more connections than 
necessary, but there are networks where all this links are needed to ensure connectivity. In addition to this basic 
connectivity consideration, other aspects like load balancing between multiple gateways can be considered. Various 
approaches have been proposed here; reference [53], for example, treats this topic in more detail. 
 
The challenge of wireless sensor networks 
 The constraints of sensor nodes render the design and management of a WSN very challenging. Firstly, sensors 
have limited resources such as battery lifetime (varying from hours to several years depending on the application), 
computational power, data storage and communication bandwidth. Hence, it is important for a WSN architecture to 
take into consideration the network topology, power consumption, data rate and fault tolerance in order to avoid 
significant energy consumption and improve bandwidth utilization (Akyildiz, 2002). 
 
Sensing coverage 
 Sensing coverage characterizes the monitoring quality provided by a sensor network in a designated region. 
Different applications require different degrees of sensing coverage. While some applications may only require that 
every location in a region be monitored by one node, other applications require significantly higher degrees of 
coverage. For example, distributed detection based on data fusion (Varshney 1996) requires that every location be 
monitored by multiple nodes, and distributed tracking and classification (Li . 2002) requires even higher degrees of 
coverage. The coverage requirement for a sensor network also depends on the number of faults that must be 
tolerated. A network with a higher degree of coverage can maintain acceptable coverage in face of higher rates of 
node failures. The coverage requirement may also change after a network has been deployed, for instance, due to 
changes in application modes or environmental conditions. For example, a surveillance sensor network may initially 
maintain a low degree of coverage required for distributed detection. After an intruder is detected, however, the 
region in the vicinity of the intruder must reconfigure itself to achieve a higher degree of coverage required for 
distributed tracking. Although achieving energy conservation by scheduling nodes to sleep is not a new approach, 
none of the existing protocols satisfy the complete set of requirements in sensor networks. First, most existing 
solutions have treated the problems of sensing coverage and network connectivity separately. The problem of 
sensing coverage has been investigated extensively. Several algorithms aim to find a close-to-optimal solution based 
on global information. Both Cerpa and Estrin (2002) and Meguerdichian and Potkonjak (2003) apply linear 
programming techniques to select the minimal set of active nodes for maintaining coverage. A more sophisticated 
coverage model is used to address exposure-based coverage problems in Meguerdichian . (2001a, 2001b). The 
problem of finding the minimal exposure path is addressed in Meguerdichian . (2001a). The maximal breach path 
and maximal support path in a sensor network are computed using Voronoi diagram and Delaunay Triangulation 
techniques in Meguerdichian . (2001b). In Couqueur . (2002), node deployment strategies were investigated to 
provide sufficient coverage for distributed detection. Due to requirements for scalability and fault-tolerance, localized 
algorithms are more suitable and robust for large-scale wireless sensor networks that operate in dynamic 
environments. 
 
S-MAC 
 S-MAC (Sensor-MAC) is a distributed protocol, which gives the possibility to nodes to discover their neighbors 
and build sensor networks for communication without being obliged to have master nodes. There are no clusters or 
cluster heads here. The topology is flat. This solution, proposed by [Ye, W., . (2002)], focuses mainly on the major 
energy wastage sources while achieving good scalability and collision avoidance capability. The major energy 
wastage sources may be classified into overhearing, idle listening, collisions and control packet overhead [Hoesel, 
L. V., . (2004)]. 
 
Environmental applications of wireless sensor networks 
 Some environmental applications of sensor networks include tracking the movements of birds, small animals, 
and insects; monitoring environmental conditions that affect crops and livestock; irrigation; macroinstruments for 
large-scale Earth monitoring and planetary exploration; chemical/ biological detection; precision agriculture; 
biological, Earth, and environmental monitoring in marine, soil, and atmospheric contexts; forest fire detection; 
meteorological or geophysical research; flood detection; bio-complexity mapping of the environment; and pollution 
study (Agre and Clare, 2000; Bhardwaj ., 2001; Bulusu ., 2001; Cerpa and Estrin, 2001; Cerpa ., 2001; Cho, 2000; 
Halweil, 2001; Heinzelman ., 1999; Intanagonwiwat, 2000; Jaikaeo ., 2001; Kahn ., 1999; Noury ., 2001; Slijepcevic 
and  Potkonjak, 2001; Warneke ., 2001).  
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The reduction of energy consumption in wireless sensor networks 
 Clustering (2005, 2009) is one of the key approaches used in wireless sensor networks to save energy. The 
clustering is affected by the transmission range and in turn affects the energy consumption in the network. Bolian ., 
(2007) established an energy consumption approach for clustered wireless sensor networks and solve the optimal 
transmission range problem. Using this approach, the total energy consumption can be estimated beforehand based 
on the traffic pattern, energy model, and network deployment parameters. This technique presents an insight into 
the energy consumption behavior in clustered wireless sensor networks and the relationship among major factors. 
The optimal transmission range for energy consumption is a function of the traffic load and the node density, but the 
effect of node density is very limited. The reduction of energy consumption (2008) in wireless sensor networks is 
challenging issue, and grid-based clustering and routing schemes is playing a vital role due to their simplicity and 
feasibility. Thus, determining the optimal grid size in order to minimize energy consumption and prolong network 
lifetime becomes an important problem during the network planning and dimensioning phase. The previous 
researches have used the average distances within a grid and between neighbor grids to calculate the average 
energy consumption, which largely underestimates the real value. In this paper, Yanyan ., (2010) proposed, analyzed 
and evaluated the energy consumption models in wireless sensor networks with probabilistic distance distributions. 
These techniques have been validated by numerical and simulation results, which shows that they can be used to 
optimize grid size and minimize energy consumption accurately. The author also uses these approaches to study 
variable-size grids, which can further improve the energy efficiency by balancing the relayed traffic in wireless sensor 
networks. 
 
DPM (Dynamic Power Management) 
 A scheme, contributing to dynamic increase of the lifetime of the sensor network, is proposed by Sinha . [Sinha, 
A., and Chandrakasan, A., (2001)]. Once the system is designed, additional power savings can be obtained by using 
dynamic power management (DPM). The basic idea behind DPM is to turn off the devices when not needed and get 
them back when needed. The switching of a node, from one state to another, takes some finite time and resource. 
So we have to be very careful when using DPM to accomplish maximum life of a sensor node. We may achieve good 
savings in power with this turning off of the node. However, in many cases it may not be known beforehand when a 
particular device is needed. Stochastic analysis can be used to predict the future events. The DPM sensor model 
deals with switching of node state in a power efficient manner. All the components in a node can be in different states. 
In general, if we have a number of N components in a sensor node, each node’s sleep state corresponds to a 
particular combination of component power modes. Each sleep state is characterized by latency and power 
consumption. The deeper the sleep state, the lesser the power consumption, and more the latency. For example, if 
a processor is in idle state then memory should be in sleep state. This removes some combinations from the node 
states. 
 
Duty cycling 
 Duty cycling is mainly focused on the networking subsystem. The most effective energy-conserving operation is 
putting the radio transceiver in the (low-power) sleep mode whenever communication is not required. Ideally, the 
radio should be switched off as soon as there is no more data to send/receive, and should be resumed as soon as a 
new data packet becomes ready. In this way nodes alternate between active and sleep periods depending on network 
activity. This behavior is usually referred to as duty cycling, and duty cycle is defined as the fraction of time nodes 
are active during their lifetime. As sensor nodes perform a cooperative task, they need to coordinate their 
sleep/wakeup times. A sleep/wakeup scheduling algorithm thus accompanies any duty cycling scheme. It is typically 
a distributed algorithm based on which sensor nodes decide when to transition from active to sleep, and back. It 
allows neighboring nodes to be active at the same time, thus making packet exchange feasible even when nodes 
operate with a low duty cycle (i.e., they sleep for most of the time). 
 
Topology Control 
 The concept of topology control is strictly associated with that of network redundancy. Dense sensor networks 
typically have some degree of redundancy. In many cases network deployment is done at random, e.g., by dropping 
a large number of sensor nodes from an airplane. Therefore, it may be convenient to deploy a number of nodes 
greater than necessary to cope with possible node failures occurring during or after the deployment. In many contexts 
it is much easier to deploy initially a greater number of nodes than re-deploying additional nodes when needed. For 
the same reason, a redundant deployment may be convenient even when nodes are placed by hand (Ganesan ., 
2004). Topology control protocols are thus aimed at dynamically adapting the network topology, based on the 
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application needs, so as to allow network operations while minimizing the number of active nodes (and, hence, 
prolonging the network lifetime). 
 
Data Driven 
 Data prediction techniques build a model describing the sensed phenomenon, so that queries can be answered 
using the model instead of the actually sensed data. There are two instances of a model in the network, one residing 
at the sink and the other at source nodes (so that there are as many pairs of models as sources). The model at the 
sink can be used to answer queries without requiring any communication, thus reducing the energy consumption. 
Clearly, this operation can be performed only if the model is a valid representation of the phenomenon at a given 
instant. Here comes into play the model residing at source nodes, which is used to ensure the model effectiveness. 
To this end, sensor nodes just sample data as usual and compare the actual data against the prediction. If the sensed 
value falls within an application-dependent tolerance, then the model is considered valid. Otherwise, the source node 
may transmit the sampled data and/or start a model update procedure involving the sink as well. The features of a 
specific data prediction technique depend on the way the model is built. To this end, data prediction techniques can 
be split into three main classes. 
 
MOBILITY-BASED ENERGY CONSERVATION SCHEMES 
 Mobility of sensor nodes is actually feasible, and it can be accomplished in different ways (Akyildiz and 
Kasimoglu., 2004). For example, sensors can be equipped with mobilizers for changing their location. As mobilizers 
are generally quite expensive from the energy consumption standpoint, adding mobility to sensor nodes may be not 
convenient. In fact, the resulting energy consumption may be greater than the energy gain due to mobility itself. So, 
instead of making each sensor node mobile, mobility can be limited to special nodes which are less energy 
constrained than the ordinary ones. In this case, mobility is strictly tied to the heterogeneity of sensor nodes. On the 
other side, instead of providing mobilizers, sensors can be placed on elements which are mobile of their own (e.g. 
animals, cars and so on). There are two different options in this case. First, all sensors are put onto mobile elements, 
so that all nodes in the network are mobile. Alternatively, only a limited number of special nodes can be placed on 
mobile elements, while the other sensors are stationary. Anyway, in both cases there is no additional energy 
consumption overhead due to mobility, but the mobility pattern of mobile elements has to be taken into account during 
the network design phase (more details are provided below). By introducing mobility in wireless sensor networks, 
several issues regarding connectivity can be afforded. First, during sensor network design, a sparse architecture 
may be considered as an option, when the application requirements may be satisfied all the same. In this case, it is 
not required to deploy a large number of nodes, as the constraint of connectivity isrelaxed because mobile elements 
can reach eventual isolated nodes in the network. A different situation happens when a network, assumed to be 
dense by design, actually turns out to be sparse after the deployment. For example, nodes involved in a random 
deployment might be not sufficient to cover a given area as expected, due to physical obstacles or damages during 
placement. In this context, solutions exploiting Unmanned Aircrafts as mobile collectors (Jenkins ., 2007; 
Venkitasubramaniam ., 2004) can be successfully used. In addition, an initially connected network can turn into a set 
of disconnected subnetworks due to hardware failures or energy depletion. In these cases, nodes can exploit mobility 
in order to remove partitions and re organize the network so that all nodes are connected again (Dini ., 2008). In this 
case, the sensor network lifetime can be extended as well. 
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